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Abstract. The primary objective of this paper is to explain the derivation of
symplectic mollified Verlet-I/r-RESPA (MOLLY) methods that overcome linear and
nonlinear instabilities that arise as numerical artifacts in Verlet-I/r-RESPA. These
methods allow for lengthening of the longest time step used in molecular dynamics
(MD). We provide evidence that MOLLY methods can take a longest time step
that is 50% greater than that of Verlet-I/r-RESPA, for a given drift, including no
drift. A 350% increase in the timestep is possible using MOLLY with mild Langevin
damping while still computing dynamic properties accurately. Furthermore, longer
time steps also enhance the scalability of multiple time stepping integrators that
use the popular Particle Mesh Ewald method for computing full electrostatics, since
the parallel bottleneck of the fast Fourier transform associated with PME is invoked
less often. An additional objective of this paper is to give sufficient implementation
details for these mollified integrators, so that interested users may implement them
into their MD codes, or use the program PROTOMOL in which we have implemented
these methods.

Using simple analysis of a 1-d model problem we show the linear instability
present in Verlet-1/r-RESPA at approximately half the period of the fastest motion,
and more interestingly, how the mollified methods can be designed to overcome
them. The paper also includes an experimental component that shows how these
methods overcome instability barriers in practice.

We also present evidence that more complicated instabilities are present in
Verlet-1/r-RESPA than linear analysis reveals. In particular, we postulate nonlin-
ear resonance mechanisms hereto ignored, although these mechanisms are known for
leapfrog. This means that Verlet-1/r-RESPA is no better than leapfrog if one wants
a simulation with no drift. Currently, we use mild Langevin damping to overcome
these nonlinear instabilities, but it is possible to design symplectic MOLLY inte-
grators that are nonlinearly stable as well.

1 Introduction

The primary objective of this paper is to explain the derivation of symplec-
tic mollified Verlet-I/r-RESPA methods (MOLLY) that overcome linear and
nonlinear instabilities that arise as numerical artifacts in Verlet-I/r-RESPA.
These methods allow for lengthening of the longest time step used in molec-
ular dynamics (MD). We provide evidence that MOLLY methods can take a



longest time step that is 50% greater than that of Verlet-1/r-RESPA, for a
given drift, including no drift. Results presented elsewhere show that a 350%
increase in the timestep is possible using MOLLY with mild Langevin damp-
ing while still computing dynamic properties accurately [29]. Furthermore,
longer time steps also enhance the scalability of multiple time stepping (MTS)
integrators that use the popular Particle Mesh Ewald (PME) [14] method for
computing full electrostatics, since the parallel bottleneck of the fast Fourier
transform (FFT) associated with PME is invoked less often. An additional
objective of this paper is to give sufficient implementation details for these
mollified integrators, so that interested users may implement them into their
MD codes, or use the codes that we have made available. Both mathematical
and software aspects are covered.

This paper presents simple analysis of a 1-d model problem, following
Schlick and co-workers [4,44], to show the linear instability present in Verlet-
I/r-RESPA at approximately half the period of the fastest motion, and more
interestingly, how the mollified methods can be designed to overcome them.
The paper also includes an experimental component that shows how these
methods overcome instability barriers in practice. In the interest of presenting
reproducible results, extensive details of the experimental protocol are pro-
vided. This includes algorithmic and implementation details of the methods,
as well as details of the test systems.

We also present evidence that more complicated instabilities are present
in the Verlet-I/r-RESPA family of methods than linear analysis reveals. In
particular, we postulate nonlinear resonance mechanisms hereto ignored, al-
though these mechanisms are known for leapfrog [47]. Nonlinear stability
analysis confirming these results is presented elsewhere [38]. Currently, we
use mild Langevin damping to overcome these nonlinear instabilities, but
it is possible to design symplectic MOLLY integrators that are nonlinearly
stable as well.

2 Background

Molecular dynamics (MD) solves Newton’s equations of motion by evaluat-
ing pairwise interactions between particles (force evaluation), marching the
system in time (numerical integration), and imposing boundary conditions.
Some tutorials on multiple time stepping integration are in [27,43,46,47,51].
We consider the requirements of MD software that incorporates state-of-the-
art MTS integrators of an arbitrary number of levels. Examples of these in-
tegrators are the extrapolative method LN [1,2,44] and the mollified impulse
method, or MOLLY [17,18,28,29,31,53], which is in turn a more stable vari-
ant of Verlet-I/r-RESPA [20,56]. We present linear analysis of a simple model
problem discretized using Verlet-I/r-RESPA and different MOLLY methods
to show how MOLLY can overcome the instability barrier due to linear reso-
nance. We then show evidence of nonlinear instabilities in Verlet-I/r-RESPA.



Fig. 1. Schematic for the Impulse multiple time stepping method.

Finally, we present experimental evaluation of the MOLLY methods. We
introduce a particular algorithm-development platform for MD called PrO-
TOMOL [32,30,41]. We describe how the MOLLY methods are implemented
seamlessly there, and provide full derivations of MOLLY in the appendix.
The experiments confirm the results of the linear and nonlinear analysis.

2.1 Multiple Time Stepping

Here we present a review of multiple time stepping for molecular dynamics.
For more details, we recommend the comprehensive tutorials [7,35] and the
books [15,22,36,45].

The numerical integration of Newton’s equations of motion is limited by
stability: the length of time steps one can take to integrate the equations
of motion is fairly short relative to the total length needed for simulations
— time steps are in the order of femtoseconds (10715 seconds) whereas sim-
ulations of a few microseconds (107% seconds) up to one second are most
desired.

Multiple time stepping integrators have been used to lengthen the time
step for most of the interactions in the equations of motion. These methods
evaluate different parts of the force at different frequencies. Limitations on
the step size in MTS integrators are still severe, and these are mostly due to
stability rather than accuracy.

A typical MTS integrator is the Verlet-I/r-RESPA multiple time step-
ping impulse method. In this method the force is split into different com-
ponents whose dynamics correspond to different time scales, which are then
represented as appropriately weighted impulses (with weights determined by
consistency). The impulse method is

d2 . fas . slow
EX=- D t(t-n'AYVURH(X)— Y AL §(t—nAt) VU (X)
(1)

where the partitioning of U into U™* and U®'°Y is chosen so that an ap-
propriate time step At for the slow part of the force is larger than a time
step ot for the fast part. In the formula, § is the Dirac delta function. This
is illustrated schematically in Figure 1. Verlet-I/r-RESPA can be written as
Algorithm 1. MTS integrators may use more than two levels. An elegant way

n/=—oo n=-—oo



to consider the generalization of MTS integrators to arbitrary numbers of
levels is the use of the Trotter factorization, cf. [15,56].

For systems with flexible water, where there are bond vibrations and angle
torsions, this method permits an increase from 1 to 3fs in the length of the
longest time step At, with no drift, and to 4 fs with little drift. It is completely
unstable at 5 fs.

half a kick

Pn71+6 — Pn71 + %Fslow,nfl. (2)

a vibration Propagate X"~ !, P"71%¢ by integrating

d d

5X= M™'P, P = Fst(X) (3)
for an interval At to get X", P"~¢.
half a kick
prlowin _ pslow xmy (4)
P =P+ %FSIOW’". (5)

Algorithm 1: Verlet-I/r-RESPA method. The symbols P"~1+€ and P"~¢
represent momenta just after the (n — 1)th kick, and just before the nth kick,
respectively.

When Verlet-1/r-RESPA was introduced, it was predicted that there would
occur resonances that might induce instability if the frequency of the slow
force impulse coincides with a normal mode frequency of the system. Res-
onance produces an oscillation in the positions whose amplitude increases
with time. There is empirical evidence that time steps of approximately half
of the fastest period present on the system or greater are not possible with
this method. Thus, when flexible water molecules are present in the system,
for example as solvent, the linear stability limit is around 5 fs.

2.2 The Mollified Impulse Method

We have worked on the mollified impulse method (MOLLY), a family of
integrators [17] that counteracts the instabilities present in the MTS Verlet-
I/r-RESPA integrator. This is accomplished by perturbing the potential using
time averaged positions. The time average is obtained by doing dynamics over
vibrations using forces that produce those vibrations. Thus,

U™ (X) — USY(A(X)), (6)




with the force defined as a gradient of this averaged potential,
—VUI™(X) — —Ax(X)T VU (X)), (7)

where Ax (X) is a Jacobian matrix. MOLLY can be written as Algorithm 2.

half a mollified kick

) At
P7L71+€ _ Pnfl 4 TtFSIOW’n71~ (8)
a fluctuation Propagate X"~ !, P"~ "¢ by integrating
%X =M'P, %P = F™(X) 9)

(e.g., Verlet/leapfrog with time step ¢) for an interval At to get X™ and P™~°.
a time averaging Calculate a temporary vector of time-averaged positions X" =
A(X™) and a Jacobian matrix J" = A, (X™)T . The time averaging function
A(z) uses only the fastest forces Fr°duced(z).
half a mollified kick

Pn _ Pn—e + %Fslow,n (10)

Algorithm 2: Mollified impulse method. The symbols P*~!*€ and P"~¢
represent momenta just after the (n — 1)th kick, and just before the nth kick,
respectively. Note that X™ is used only for the purpose of evaluating F*°%,
it does not replace the value of X™.

This perturbation compensates for finite At artifacts. Intuitively, aver-
aged positions are better than instantaneous values for a rapidly changing
trajectory X (t). Perturbing the potential rather than the force ensures that
the numerical integrator remains symplectic [45]. The force used by MOLLY
is the gradient of the perturbed potential. The pre-factor Ax(X)T can be
seen as a filter that eliminates components of the slow force impulse in the
directions of the fast forces, and thus improves the stability of Verlet-I/r-
RESPA. Different averaging functions give rise to MOLLY integrators with
different stability and accuracy properties. We have used two different averag-
ing methods, one based on explicit time averaging, which is reported in [53],
and another based on complete elimination of linear instabilities, reported in
[31]. These two methods overcome the half period barrier and achieve a 50%
speedup over Verlet-I/r-RESPA. A stochastic variant of MOLLY has recently
been shown to allow time steps 350% larger [29].

These filters currently do not filter out all possible linear resonances, pri-
marily for efficiency purposes. With better filters, further improvements in
the time step should be possible. However, in practice, even a perfect linear




filter is not good enough. In this paper we show empirically that there is
another instability that is reported here for the first time: there is a nonlin-
ear instability, namely a 3:1 unconditionally unstable resonance, and a 4:1
conditionally stable resonance in Verlet-I/r-RESPA. The nonlinear stability
analysis is reported elsewhere.

BSpline MOLLY It is possible to use time averagings that consist of nu-
merically integrating an auxiliary, reduced problem:

A(z) = i /OOO b (ﬁ) X(t)dt (11)

where ¢ (Ait) is a weight function, and X (t) solves an auziliary problem

d2 ~ fastest / v v d ¢

Mdt2X_F (X), X(0) ==z, th(O) =0. (12)

This approach is computationally feasible if the weight functions ¢ have

compact support in time. The paper [17] suggests using B-spline weight func-

tions, which are non-zero over a short interval. The effectiveness of the averag-

ings induced by these weight functions is directly related to the extensiveness

of the time averaging. One such B-spline weight function that has been tested
is called SHORTAVERAGE:

0, s <0,
2, 0<s<?i,
¢(s) = , (13)
1; s = 2
1
0, s > 5-

A longer averaging that is a scaling of SHORTAVERAGE is called LON-
GAVERAGE:

0, s <0,
1, 0<s<1,
o(s) =19 4 B (14)
5 s=1
0 s > 1.

The coding of A(x) and A,(x) can be done by hand in a systematic
manner. First the calculation of A(z) is coded, and then the differentiation,
applying the chain rule with respect to each of the components of z to yield
code for A,(z). As an example suppose that the leapfrog method with time
step dt is coded for the calculation of A(z). This is then differentiated to
obtain A, (x). The result is the following code for calculating A(z) and A, (x):

Initialization is given by
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and step by step integration by

P =P+ $5tFstest (X)), P, i= P, + LotFistest (X)X,

B:= B+ 36tX¢(t/At), B, := B, + 16tX,¢(t/At),

X :=X+6tM~'P, X, =X, +6tM~'P,, (16)
t:=t+ 6t

B:=B+ %&Xqé(t/At), B, := B, + 30tX,¢(t/At),

P:=P+ §5thaSteSt(X)7 P.:=P, + %5tF£aSteSt(X)Xw.
The value (1/At)B is used for A(z) and (1/At)B, for A,(x). We continue
the above integration until we reach a value of ¢ such that ¢(t/At) is zero at
this value and remains zero for larger values of . In practice, one can choose
&t equal to the stepsize of the lowest level integrator. In the above loop, F,, =
—Ufastest (1) must be computed efficiently. We have included the derivation
of the analytical form of the Hessian matrices for the CHARMm force field
used in our implementation of MOLLY, Uf2stest () in the Appendix.

If the fastest forces included are bonded terms, such as bond and angle
interactions, one may easily compute the Hessians F,,. Once individual Hes-
sian matrices for angle energies and bond energies are computed, one has to
somehow assemble them to form a complete Hessian. To illustrate the proce-
dure, consider a water system, which is easy since all the water molecules are
decoupled from each other. Assume the O is numbered as atom j, and the
H as ¢ and k, and only bond and angle energies are included in the reduced
system. Suppose the we have computed the Hessian matrices of bond energy
for atoms ¢ and j, and j and k, i.e., H}’jd and H;),f, and of angle energy for
atoms ¢, j and k, i.e., HEy. The entries of the assembled Hessian matrix for
this whole molecule should be as follows:

H™ @ 0][0] = H, [0][0] + H;)jd [0][0],

HR[][1] = H [0][1] + H};d[O][Hv

H"0][2] = HE, [0][2],

H1)[0] = HE,[1][0] + HP[1][0],

H©OR[1)[1] = B2, [1][1] + HPA[]1] + HE3[0)[0],
Howl[1)[2] = He 2] + H;?];i[O][l},

Ftotal [2][0] = HEy, [2][0],

H'“™2][1] = HE, [2][0] + H[1][0],

HW2)[2] = H2,[2)[2] + HE ][],

For systems other than water, the above simple method does not work be-
cause one or two of the atoms in one angle may also be involved in some other
angles. For other systems, our solution is to assemble the individual Hessian
matrices into a sparse matrix structure representing the total Hessian for the
system, with each entry being a 3 x 3 matrix, i.e., a tensor. Cf. [37].



3 Linear Stability Analysis

Following Schlick and coworkers [4,44], we analyze Verlet-I/r-RESPA and
MOLLY for the simple 1-d model problem

o =p; p=—(\+ )z, (17)

that models a particle of unit mass at position x, connected to two springs
with force constants A\; = 22 and Ay = w?, where 22 > w?.

3.1 Discretization using Verlet-I/r-RESPA and MOLLY

The discretization of Equation (17) using Verlet-I/r-RESPA of Algorithm 1,
and MOLLY of Algorithm 2, with a longest time step A, and assuming ana-
lytical integration of the fast spring force associated with {2, can be written
in a generic matrix form as

Tnt1| |1 0 cosf % 1 0 | xp, (18)

Dni1 | —wzéGz 1| | —£2sinb cosd —w2§G2 1 |pnl’
where § = 2A, and G is the Fourier transform of the averaging and mollifica-
tion functions, with the special case G = 1 for Verlet-I/r-RESPA, cf. [17,18,27].
Stability depends on the magnitude eigenvalues of the above propagation
matrix. Because the scheme is symplectic, the determinant is one, and insta-

bility occurs when the eigenvalues become real and reciprocal of each other.
Stability is insured if the value of the trace of this matrix

t(0) = —2w2AG2¥ +2cosf > —2,

or equivalently, the magnitude of the eigenvalues must be 1 for stability.

The main result of the analysis is that Verlet-I/r-RESPA and SHORT-
AVERAGE are unstable around 60 = w, although the former significantly more
so, whereas LONGAVERAGE is stable. This conclusion is validated by the
experiments in this paper.

3.2 Assumptions and simplifications

The limit of interest is 20 < 1, which holds when assuming analytical inte-
gration of the fast forces (§ = 0). We also want wA < 1 to observe the stabil-
ity condition of leapfrog, wA < 2. Thus, we may assume that, for example,
w = £2/4. This is nearly the worst case corresponding to poor separation of
time scales in MD. Other choices are possible. Also, since the matrix BAB
is similar to AB2, we may write the propagation matrix of Equation (18) as:

cos % 1 0
[—Qsin@ COSH] [116(20G2 1} ’ (19)



with eigenvalues

1. )
cosf — 3 (sind) 0G

1
+ 554/ (102400520 — 64 (cos 0sin 0) 0G2 + (sin? 0) 62G* — 1024). (20)

3.3 Verlet-I/r-RESPA

For the impulse method, G = 1, and the magnitude of an eigenvalue of the
propagation matrix is plotted in Figure 2(a). It is clearly seen that it is
unstable for @ = 7. This corresponds to half the fastest period of motion.
This is validated in the experimental section below, and has been shown
before with analytical and empirical evidence [9,53]. It is presented here for
completeness.

3.4 ShortAverage

For SHORTAVERAGE we compute the Fourier transform of Equation (13).

This is given by
0.5
G :/ exp(—ifx)
—0.5 (21)

= %sin.f)e.

Substituting G in Equation (20), we get the plot of Figure 2(b). Note that it
is unstable, but less than Verlet-I/r-RESPA.

3.5 LongAverage

For LONGAVERAGE the Fourier transform of Equation 14 is given by

1
G:

-1

exp(—ifx)

N =

(22)

sin 6.

1
0
Substituting G in Equation (20), we get the plot of Figure 2(c). This is stable
for © ~= m. These results are confirmed in Figure 7 below.

4 Nonlinear Stability

Nonlinear resonances that lead to instabilities are present in the Verlet-
I/r-RESPA method. Unstable resonances usually manifest themselves in the
neighborhood of a certain time step: There is a definite range of time steps
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Fig.2. (a) Plot of eigenvalue of propagation matrix for Verlet-I/r-RESPA
discretization for 1-d model problem z’ = p; p’ = —(\1 + A2)z. The function
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(c) The same for LongAverage. The function is cosf —
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Fig. 3. Results for 300 ps of simulation for a 20 Adiameter sphere of flexible TIP3P
water at about 3.8 K using Verlet-I/r-RESPA. The fluctuation of the total energy is
averaged out by showing only the average value of every 250 data points (spanning
approximately 750 fs). The block-averaged total energy is then shifted to distinguish
better among them. The integration is seen to be unstable at time steps of 3.2fs.
This shows evidence of nonlinear instability at around a third the fastest period.

that causes unbounded energy drift, even if the neighboring time steps are
stable.

KAM theory permits the analysis of nonlinear instabilities near the equi-
librium point of an integrator [51, p. 132-133]. For MTS integrators, the
equilibrium point is close to, but not exactly, the state at zero temperature.
We perform simulations of a flexible TIP3P water system of 20 A of diameter
with fastest period around 10fs at 3.8 K.

The results show that in the neighborhood of At =3 fs, there is an unstable
resonance that manifests itself in a more pronounced drift at that time step
than at neighboring time steps.

Figure 3 shows results near the equilibrium of the method. Signs of in-
stability are evident around 3.2fs, or about a third of the fastest period.
Figure 4 shows results at 300 K that also display a slightly shifted resonance
at 2.9fs. The nonlinear stability analysis of the Verlet-I/r-RESPA method
that explains these results is somewhat involved and beyond the scope of
this paper. It is presented in [38].

5 Experimental Evaluation

To evaluate the performance of the MOLLY, we introduce the testing plat-
form first, with sufficient implementation details for those readers interested
in implementing the methods or reproducing results. Then we describe the
test system and results.



T (Bt o0=(27,0.0)

— (at,51)=(29,0.1)
-800

-802

-804

Total Energy (kcal/mol)

-806

-808 L e L Il
0 05 1 15 2 25 3
Time (fs) J

Fig. 4. Results for 300 ps of simulation for water at about 300 K using Verlet-1/r-
RESPA. The fluctuation of the total energy is averaged out by showing only the
average value of every 250 data points (spanning approximately 750 fs). The block-
averaged total energy is then shifted to let them distinguish from each other. The
integration is seen to be unstable at 2.9fs of cyclelength. This shows evidence of
nonlinear instability.

5.1 Implementation in ProtoMol

PrROTOMOL is a parallel, object-oriented, component-based framework for
MD simulations [32,30,41]. The framework is designed for non-bonded, bonded,
short-range and long-range forces for applications with tens of thousands of
atoms representing biomolecules and solvents. It has a modular design that
allows for easy prototyping of complex methods. For readers interested in
software techniques that are helpful in implementing scientific software, we
recommend to read about the object oriented framework POOMA [23] and
the object oriented library for molecular simulation OOMPAA [24], both of
which offer examples of powerful abstractions for scientific codes. Generic li-
braries such as the STL [48], Blitz++ [58], and MTL [49] are good references
on how to write high performance software in C++ [55]. Excellent references
to scientific computing in C++ are [3,59].

There are excellent MD programs such as AMBER [60], CHARMm [10],
NAMD [34], SPASM [6], X-PLOR [12], PINY_MD [57], and many others
[5,11,13,26,40,50]. Indeed, one has to answer the question, why another MD
program? Our answer is that many design decisions of programs intended for
production simulations render them inappropriate to serve as an algorithm
development and academic research platform. In particular, to implement
MOLLY methods, we identified the following requirements:



1. Support an arbitrary number of levels in MTS integrators. It should be
easy for the user to compose different integrators in an MTS chain.

2. The algorithm developer should be able to easily associate a subset of
forces with each integration level.

3. To accommodate MOLLY integrators, there should be a user defined
pre-processing of coordinates (averaging) and a post-processing of forces
(mollification).

In order to allow for user composition of MTS integrators with good
performance we have implemented a twofold solution: an integrator definition
language that allows the user to compose new MTS integrators at run time,
and an integrator hierarchy that efficiently supports the integrator definition
language. Object composition and inheritance are the main techniques for
code reuse and design [16, p. 18].

Integrator {
level N-1 integrator_name {
cyclelength||timestep value
force forcename forceoptions, [forcename forceoptions]

}

level 0 integrator_name {

}
}

Program 1: Grammar for PROTOMOL’s integrator definition language.

Integrator definition language. At the highest level, our solution is to
provide users with an integrator definition language, where he or she can
select the following: integrator to be used at each level and forces associated
with that level. An integrator can be MTS or single time stepping (STS).
Different STS integrators may be used to define different equations of motion.
Associated with each level is a set of forces to be evaluated at that level,
called a force group in our framework. This provides great flexibility to the
user in partitioning the forces across the multiple levels. An abstract user
definition of a new MTS integrator with N levels is given in Program 1. A
MOLLY method is defined in Program 2. We use this language to describe
the experiments that were performed below.

Integrator hierarchy and inheritance. Now we will discuss how we sup-
port this integrator definition language in PROTOMOL. We assume through-
out this presentation that one uses the velocity or endpoint form of the in-
tegrators. This form can be more easily extended to multiple levels than the




Integrator {
level 1 MOLLY {
cyclelength 6
force Coulomb -algorithm Full -switchingFunction ComplementSWC1}
level 0 Leapfrog {
timestep 1 fs
force Improper, Dihedral, Bond, Angle
force Coulomb -algorithm Cutoff -switchingFunction SWC1
force LennardJones -algorithm Cutoff -switchingFunction SWC2}

Program 2: Two level MOLLY MTS integrator.

position or midpoint form of the integrators, even though the latter is more
stable [4,8,21,51,54,56].

One can abstract the behavior of Verlet, Verlet-I/r-RESPA, and MOLLY
in an algorithmic fashion as follows:

halfkick();
doDriftOrVibration();

calculateForces();

halfkick();

The function doDriftOrVibration() is the key to the abstraction. For an
MTS integrator, it executes the next level of integration, whereas for an
STS integrator, it executes the drift routine. The function calculateForces()
evaluates each force in the force group. MOLLY also defines a pre-processing
of the positions and a post-processing of the forces. The integrator class
hierarchy is designed using inheritance (Fig. 5).

=N

Relationship between integrator definition language and integrator
hierarchy At run time, an integrator definition is interpreted and the cor-
rect integrator hierarchy is set up by PRoTOMOL. This works because the
integration methods are virtual, and are dynamically associated with the spe-
cific type of the integrator object that calls it. A virtual function allows for a
common interface but specialized behavior. The beauty of virtual functions
is that an existing code can be extended without modification. This does not
hurt performance since integration is a relatively infrequent operation; most
of the computing time is spent in force evaluation. An example of a 3-level
chain of integrators set by PROTOMOL at run time is shown in Fig. 6.

5.2 Numerical tests

Numerical experiments were done using flexible water, based upon the TTP3P
model [33], with flexibility incorporated by adding bond stretching and angle




Integrator Standar dI ntegrator
myPositions (d)
myVelocities (d) doDriftOrVibration(); (v)
myEnergies (d) doHalfKick(); (v)
myForces (d) calculateForces(); (i)
myForcesToEvaluate (d) run(..: (i)
myTopology (d) preprocess(); ()
an(.): (V) postprocess(...); (i)

[

ST SIntegrator MTSIntegrator

myTimestep (d) myCycleLength (d)

myNextlntegrator (d)

doDriftOrVibration(); (i)

doDriftOrVibration(); (i)

L eapfrogl ntegrator

Impulsel ntegrator

doHalfKick(); (i)

doHalfKick(); (i)

NoseNV TL eapfrogl ntegrator

BSplineM OL L YIntegrator

myBathPosition (d)
myBathVelocity (d) myMOLLY Position (d)
myTemperature (d) myMOLLY Energy (d)

myThermalInertia (d)

doHalfKick(); (i)

doHalfKick(); (i) preprocess(); (i)
doDriftOrVibration(); (i) postprocess(...); (i)
Key

(d) = dataelement ; (i) = method implementation ; (v) = pure virtual method

Fig. 5. Integrator hierarchy in PROTOMOL.

bending harmonic terms (cf. [36, p. 184]). Experiments such at those in [9]
suggest that flexible water models are particularly sensitive to destabilizing
artifacts in numerical integrators. This is a system that has fastest motions
with periods of around 10fs. For each simulation a trace of the following
information was generated: all of the components of the energy, positions
(trajectories), velocities, and forces.

A small problem was used for the tests, consisting of a 10 A radius sphere
with 423 atoms equilibrated during 100 ps of simulation time by minimization
followed by temperature rescaling to 300 K. By equilibrating we avoid highly
improbable values of different contributions to energies. The potential energy



== > MTSIntegrator
doHalfKick();
doDriftOrVibration();
= *nextlintegrat TS megrgtor
' egrator doHalfKick();
! calculateForces();
! duHal‘fK\ckO;

doDriftOrVibration();

STSIntegrator
*nextintegrator doHalfKick();

calculateForces(); doDriftOrVibration();
doHalfKick(); calculateForces();
doHalfKick();

Fig. 6. Multiple time stepping integrator.

function for an electrostatic interaction is given by

Up'lcctrostatic _ C«QLqJ (23)
1] xl‘] ’
where x;; = ||z; — x;|| is the distance between atoms ¢ and j, ¢; is the charge

for atom i, and C' = 332.0636 kcal mol~! K~!. The energy for a Lennard-Jones
interaction is

12 6
UiLJ{ennard—Jones — 4€ij ((Zj) _ (Zj) ) SW(a:ij), (24>
) )

where ¢;; and o;; are the Lennard-Jones energy minimum and cross over
point (where the LJ function is zero) and SW is a switching function defined
below. The energy for a bond interaction is

1
Upend = §KB(3«“ij —Ip)?, (25)

where K3 is a bond force constant and [y, is a reference bond length between
atoms i and j for constraint k. Finally, the energy for an angle interaction is

. 1
yenele — §KA(9k — )2, (26)

where K, is an angle force constant, and 6 and 6y are the current value of
the angle and the reference angle for angle constraint k.

For flexible water, Ko = 55 kcal mol~! degrees?, K = 450 kcal mol~! A2,
go = 0.417e, gu = —0.834 ¢, lo_y = 0.957 A, and 6, = 104.52 degrees. The
Lennard-Jones parameters are og_g = 0.4A, 0o_o = 3.1506 A, oo_g =
1.75253 A, e_n = 0.046kcalmol™!, eo_o = 0.1521 kecalmol™!, eo_g =
0.08365 kcalmol~!.

Figure 7 illustrates these three methods at 5 fs The numerical results con-
firm the predictions of the linear stability analysis: the Bspline method called
LONGAVERAGE overcomes the linear instability at half the fastest period
or 5fs better than SHORTAVERAGE. Unsurprisingly, the Verlet-I/TRESPA
method is absolutely unstable there.



-700 = T
. «+++ Impulse

—— BSplineMOLLY using Short

= = BSplineMOLLY using Long

-710

=720

-730

'
N
N
S

Total Energy (kcal/mol)

-810 i L L L L L L Il Il Il

5
Time (fs)

Fig. 7. Results for 100 ps of simulation for water at about 300 K using Impulse-
Verlet and BSpline mollified integrators using SHORTAVERAGE and LONGAVERAGE
as averaging B-Splines, all using (At, §t) = (5.0,1.0). The fluctuation of the total
energy is averaged out by showing only the average value of every 10 data points
(spanning approximately 50 fs). The block-averaged total energy is then shifted
to let them distinguish from each other. The integration is seen to be for both
Verlet-I/r-RESPA and SHORTAVERAGE MOLLY are unstable at At = 5fs, but
LONGAVERAGE MOLLY is stable at 5 fs.

Method \ At (fs)]| 3 4 5 6
Impulse 0.797 £ 0.006|1.626 £ 0.008 —— ——
BMI-S —— 0.974 £ 0.008|21.684 = 0.014|17.263 = 0.024
BMI-L —0.065 £ 0.006|0.711 £ 0.006| 1.500 £ 0.010| 8.139 £ 0.020

Table 1. Percent Relative Drift of total energy using B-spline Mollified Impulse
integrators on the flexible TIP3P water model at 300K for 200 ps, where all methods
use timestep 6t = 1.0fs for leapfrog integrator, and where BMI-S stands for B-
spline Mollified Impulse method using SHORTAVERAGE, and BMI-L stands for B-
spline Mollified Impulse method using LONGAVERAGE. The Percent Relative Drift,
D, is computed using D = (m 4 2.00,,)t /K * 100 where m is the coefficient of
the linear regression on the energy, and o, the standard deviation of m, t the
simulation time, and K the average kinetic energy, respectively.



Table 1 shows the drift for a fixed simulation time of 200 ps relative to
the average kinetic energy of the system. It is interesting that one observes a
drift around 3 fs for Verlet-I/r-RESPA but not for the MOLLY methods. This
drift corresponds to the 3:1 nonlinear instability that we postulate exists in
Verlet-1/r-RESPA. This means that the impulse method is not much better
than leapfrog if one wants a simulation with no drift.

In other papers we show how another MOLLY method achieves a com-
puting time speedup of 38% over Verlet-I/r-RESPA using a longest time step
that is 50% longer than the longest possible for Verlet-I/r-RESPA [31,27].
This method is implemented in NAMD 2 [34]. Using mild Langevin damp-
ing, speedups of 350% over Verlet-I/r-RESPA are possible, while preserving
the dynamical properties [29].

6 Conclusions

We have shown how one can design mollified versions of Verlet-I/r-RESPA to
overcome instabilities present in the method. MOLLY is a practical method
that produces real speedups. In this paper we have shown simple analysis
of the method to show how to overcome the linear instability at half the
fastest period. The predictions of our analysis are confirmed by numerical
experiments. We also pinpoint the fact that one needs to take care of nonlinear
instabilities in Verlet-I/r-RESPA to take full advantage of the promise of MTS
integrators. These instabilities have not been reported before for Verlet-1/r-
RESPA, although they have been known to exist in Verlet or leapfrog.

We have also given extensive details on how to implement these and
other MTS integrators, describing our particular implementation in the pro-
gram PrROTOMOL. We have provided the derivation of the Hessians of the
CHARMM field for those interested in implementing the MOLLY methods,
or who may be interested in using them for normal mode analysis.
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Appendix Derivation of the Hessians for MOLLY

Here we derive the Hessians for most forces used in the CHARMm force
field [39]. These have been validated using automatic differentiation tools [19]
and symbolic differentiation tools such as Mathematica.

Hessian of Bond Energy

Bonds [42] describe a linear bond between two atoms. These bonds are de-
scribed by a simple harmonic springs. The energy of a bond between atoms



¢ and j is given by:
Ebond =k (|7'ij| - TO)Z ) (27)

where k is the spring constant, r;; = r; — r;, and rg is the rest distance of
the bond. Its derivatives are:

EEOnd = Qk(\rij\ — TO)[_T;j,TgﬂT7 (28)
Irigl=ro [ T =17 | 2kwo [ wiyui;,” —rir” 29)
|rij| -1 T |'r.ij| ~ T .

~ AT A
—UijUii" TijTij

Epd =2k

6.1 Hessian of the Angle Energy

Angle interactions describe angular bonds between three atoms. These bonds
are modeled as harmonic angular springs. The energy of such a bond between
atoms 7, j, and k is given by:

Eangle = EG + Eub7 (3())
Eo = ko (6 — 60)°, (31)
Eub - kub (|7'ik| - Tub)2 ) (32)

"M) , Bg is the rest angle of
75117 k5
this bond, k,p, is Urey-Bradley constant, r;x = 7, — 4, |rik| is the calculated
distance between atoms i and k and 7y, is rest distance for the Urey-Bradley
term.

The Hessian of the Urey-Bradley energy of Equation (30) can be obtained

easily:

where kg is the force constant, # = cos™! (

I 0-1 2k il — 1 0 =i + 1
ub ub Tub
E™ =2k, | 000 T 0 0 0 . (33)
10 I Tik e T 10 et =1

For Ey, let C(o, 8,7) = ;‘jg\_/% where «, [ and v are scalars, and o =
2 2 2

71", B = |rk;|”, and v = |rgl

Now the angle energy can be expressed as

Ey(C(a, B,7)) = ko(cos™ (C(a, B,7)) — bo)*. (34)
The second derivative of the Fy part is then:
£

0
EM =FEcCr +

(35)
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where Ec = —W, Cr = fa, + g0 + hv- in which f = 4%_3532%,

0= h= A 0, = (-2,2,007Va iy, B, = (0,2,-2)7 VB iy,
and v, = (2,0,-2)"/¥ 4. The C,, is computed as follows:

.
Crr = (f Cvr + g Brr + hyer) + (o f1 + Br gl + 7 b)), (36)
cb,
where
21 —2I0 0 0 0 21 021
app = |21 21 0|, By=|021 2|, ~v»=| 00 0 |,
0 00 0—-21 2I —210 21
(37)
and
fr:faar+fﬁﬁr+f'y’7ra g'r’:gaar‘i'gﬁﬁr“‘g'y%w
hy = ha o + hﬁ Br + h’y Vrs (38>
where
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fa—W» fﬂ—W7 fv—ma (39)
3a— [ — 3y 1
a=fo o= g =, 10
g fﬁ ap 8\/&55/2 G 4\/&53/2 ( )
ha =fy, hg=gy, hy=0. (41)
In Equation (36), the first part, C%., becomes
2f+h)I —2f  —2hI
coo= | —2f 2f+gl 29I |, (42)
—2hl —2gI 2(g+h)I

whereas the second part, C?_, becomes

T

Cfr = fa aTa? + /s O‘Tﬁ? + fy Q’TVTT + Ga ﬁraf +9s ﬁrﬁz+
G~ ﬁr’)’? + hoz ’Yra;zj + hﬁ %"ﬂ? + h’y ferYrjja (43)
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The second part of Equation (35) becomes

2kglsin@ — (60 — 0p) cos

- (L= el
g fBral +hfyal+

g faBr + ¢ 867 + hgv BT+

hfayt +gh Byl + k% yAl). (51)

Hessian of van der Waals Energy

The van der Waals interactions describe the forces resulting from local in-
teractions of atoms. The van der Walls energy between two atoms 4 and j is
described by

A B
Eviw = —3 — —5 (52)
[7i;] 7451
where A and B are constants specified for a pair of atom types explicitly in
the parameter file, r;; = r; — 7;, the vector from atom ¢ to atom j, |r;;| is

the length of vector r;;.



The first derivative of the van der Waals energy is as follows.

b, = (63 12A> [—rij, riz]T. (53)

8 14
Irii|” rigl

The Hessian of van der Waals energy is as follows.

I -1 'rA»»'rA»»T _r,«f‘r”,,T
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Hessian of Electrostatic Energy

Electrostatics describes the force resulting from the interaction between two
charged particles. The electrostatic energy between two atoms ¢ and j is
described by the Coulomb’s Law as:

€14 Cq; q;

55
€0 |74 (55)

Eelect =
where €14 is scaling factor for 1 — 4 interactions, C' = 2.31 x 107%J nm, ¢;, ¢
are charges for atom ¢ and j, ¢ is dielectric constant, r;; and |r;;| are same

as defined before.
The first derivative of the electrostatic energy is as follows.

E, = _6140%‘%‘ [

5 [~ Tij, il (56)
€0 |7ijl

The Hessian of electrostatic energy is as follows.

s Caqiqy [ I —3riri; 7 —I+3r;15,7
Bpp=———3" T+35 T T3 T | (57)
€0 |’I°1'j| —1 4 375 T — O Tij

Hessian of Switching Functions

A switching function is often applied to a nonbonded energy computation
to suppress the destablizing factor introduced by the cutoff approximations.
There are two popular switching functions, SWC1 [52] and SWC2 [25]:

SWCI(ri) =41~ (3lrijlra® = 5lrglP)r =2 iflrig| <, (58)
? 0 ifjri;| > 71,

where r; is the distance where the function value becomes zero. The first and
second derivatives of this switching function is given as follows. Let Y be the



SWC1 function, then

3 A~ AT 3"“1‘3“2 A AT
Yr=—2—m(—7“ij,7“ij) + 23 (=735 735)" (59)
3 e | [ 1 I
Yrr: - ]
( 2r1|r i - 2r} )[—I I}
3 L IN R 60
( B 3 ) A Ao T ( )
271|744 27 =TT T T

The other switching function, SW(C2, is more expensive to evaluate, and
is given by:
1 1f|7‘2]| S To,
(Irigl? = m*)?(r1® + 2|rig|* — 3r0°)
(T12 _ 7,02)3
0 lf|’l"U| >ry,

SWCQ(’T‘ij) = ifTo < |’I"ij| <r,

(61)
where 1 is the distance where the function value becomes zero, and rq that

where it becomes active. Let Y be the SW(C2 function which is active, the
first derivative is given by

12(r;1* = r12)(Jri; | — ro?)

R (62)
The Hessian matrix is given by two parts:
Yo = Y5+ Y (63)
where
ya = 120ri* =) (ri* = o®) { ' _I} (64)
" (7"12 — r02)3 I 1|

o _ 2Py = o =) [ iy rzﬂ |
" (r? —7r0%)° —Ti T T T
Hessian of Nonbonded Energy With Switching Functions

When the effective energy (F.) is taken as the raw energy (F) multiplied by
a switching function (Y), i.e.,

E.=FEY,

the Hessian matrix of the effective energy is given as the following using chain
rule:

orz  Or2 or \ or or? E. (66)

These are nearly all the formulas needed to implement BSpline MOLLY
methods that compute Hessians. Dihedral and improper Hessians may be
derived in a way analogous to the angle Hessian.
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